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Introduction

w The mathematical model of a process unit or of a whole process is of paramount
importance for engineering applications.

w The numerical model of a process can be applied to chemistry, electronics,
YSOKIyA0asz SO2y2YA0asz X

w A model can be used to find quantitative answers
without measuring real processes or makamgeriments

w Another important feature consists in the capability of
predictingthe future response of the
systemA modektbased multivariable control,
process optimization.
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Some questions

w How can we build a mathematical model for prediction purposes?

How to use the experimental data (if available) for the model synthesis?

e

w How to assess the reliability and consistency of the model?

w The mathematical models can be classified into two classes:
A Basic models;
A Empirical models.

w BASIC MODELthey are based on an-thepth knowledge of the physical features of
the system. Conservation laws: mass, energy, momentum:-gfirstiple models.
Deterministic models.

w EMPIRICAL MODElIli&e process is not described by any physical laws. Conversely,
is defined by means of quantitative observations, experiments,ragdsures
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Black -box models

w A blackbox model is completely independent from
the physics of the process to be identified.

w Theoretically, it is possible to build (i.e. identify) a
blackbox model without knowing anything of
the process to be modeled.

w Obviously, amn-depth knowledgeof the process
allows increasing the quality of the identified model.

w Usually, it is necessary timd a balance
between the prediction quality
of the model and its complexity.
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When is the identification recommended?

w If one isignorantabout the process to be modeled;
w If the complexityof the process to be modeled is high;

w |If we needfast solutions:

A to carry out the model;

A in the simulation of the model,e. CPU time.

w If we need a model that does not produce

mathematical errorsf(oating point exceptiong.
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Signals and systems

w It is worth introducing the concepts efgnalandsystem
according to the nomenclature introduced by Boskilaw 1994.
w SIGNAL
A It is something holding/bearingiformation.

A Deterministicsignals: they are completely defined
for instance by a mathematical expression;

A Stochasticsignals: the exact future value of the signal cannot be predicted. The
signal is described by a statistical approach, for instance in terms of mean value
and standard deviation.

A A signal may beontinuousor discrete
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Signals and systems

w SYSTEM

A Itis a set ofelationships between variables and signals

A The system is an ideal representation of the real proces =

w STATESPACE MODELS

A The state of a dynamic system contains the whole past history of the process;

A Therefore, it is possible to predict the future behaviour of the system without

having to know the past history of the process.

A Mathematically, this means that the system features a numbestate
variables x;, that contribute to its dynamic description by means of a system of
n differential equations of the first order.

Ve
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Signals and systems

w STATESPACE MODELS

A

Besides the state variables, there are thput variables u;, which are the so
OFfft SR GRNAGAY3I F2NDSa¢ 2F GKS aeai
The solution of the system ofdifferential equations provides the whole picture

of the future behaviour of the system.

To know thex, values may be of reduced interest as the state variables are not

necessarily observable.

The most interesting variableg, are theoutput variablesthat depend on thex;

anduy; variables.

Thedeterministicand continuousformulation of astate-spacesystem is:
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Signals and systems

w STATESPACE MODELS

e
=
%‘.Q
‘ e e
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A Thedeterministicanddiscreteof a
state-spacesystem is:

(t+1) (x(1) u(t)
y(t)=h(x(t).u(t)
w BLACKBOX MODELS

A As aforementioned, the blagbox models exchange information with the
observeronly by means of signals. Therefore, tiigservercannot know they
andh functions that rule/characterize the system.

A Given alackbox model the only pieces of information available to the
observer are thenput and output signalsConsequently, the state variables,
are unknown.

A A blackbox model does not use any state variables.
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Black -box models

w A blackbox model is characterized by the following mathematical formulation:

system outputf ( system inpl |:> y =f(u)

w If the model is dynamic then the system output depends on the past history of the

inputs and outputs:
present outputs f (  past outputs, past inf |:> Yoow = (Y ool oia)

w In order to successfully carry out the identification procedure of the functional

dependencyf, it is worth introducing someadaptive parametersp.

present outputs f (  past outputs, past inppasameterk |:> Yoow = (Y ool 0iasP)
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Black -box models

w Thep parameters may be used as independent variables of the identification
procedure (.e.degrees of freedom) with thebjectivethat the blackbox model
describes in the best way the inpattput data coming from the real process.

w A possible improvement of the blatilox modelf, consists in accounting for the
error, e, which measures the distance of the identified system from the real process

apast outputs, past inputs
resent outputs f |::> =f (Y U € o
P P ﬁ)ast errors, parameters Yoow =F (Y o 00:€ o P)

ldisturbances

outputs

inputs
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System identification

w Thesystem identificatiorcalls for three steps:
1. Selectionof the set of inputsy, outputs,y, errors,e, in terms of number of
unknowns and length of the time interval,;
2. Selection of theegressorf;

3. Maodel identification in terms of model regression respect to the observations.
This is done by means of suitable parameters that play the role of independen

variables (i.e. degrees of freedom).
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Regressors

w In general, a model has not to necessarily consider all the observable/measurable

inputs and outputs of the process.

w In case of a system to be used tmmtrol purposesmay be suitable to consider just

the controlled, manipulatedvariables and possibly theeasurable disturbances
w Usually, we have:
A 1 output variablesy:; -- .\*% W

A minput variablesy.

w The error vectoris:e=y_, -y

w Ther + mvariables of the model are sampled (i.e. measured and stored) every
sampling timef..

w These variables describe the system history (and take into account the

attenuation/fading effect of the signal with time).
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Regressors

w The system to be identified has the following formulation:

y(t)=fly(t 41),..., yl(t Fl/l),...,yr(t 1)y(t Qf),
u(t- .. ul(t -m) - Wa(t L qn(t ”Jn)
e(t- ). q(t -r;l) - et ... f)(t Q) ]

w We introduce thg vector whose components are calleghressors

j(t)=Iyw(t4)...., yl(t Fl/l)’“-’yr(t ])y(t Q)
u(t- 3 .. ul(t -rh) e Ha(t L. un(t r];n)
e(t- ).. g(t -rgl) - e(t .. ,e( t Q)T]

w Ifdis the total number of system variables, then the lengtif thej vector is the
total order of the model:

d
r=an

i=1
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Regressors

w It is worth considering that the inputs may have a delayed effect on the outputs. Th
can be accounted for by introducing the-salledtime delays n,;, in the system
model for eachminput:

j(t)=[w(t -1),...,y1(t Fl/l),...,yr(t 1)y(t Q)’
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Function f

w Thef function, through thep parametersmapsthe E
regressors vector into thg variables:

b

w We can have eithdmear or non-linear mapping regressors (i.e. functions).

y(t)=fg (t).p

w The simplest model for thefunction is:

y(t) =p 3 (’[) N.B:pis arow vector whilgt is a column vector.

w Likewise, ip is a matrix thery is a vector.

w If we hypothesize that the output vectay, is the sum of two terms referred to a
deterministic contribution(not disturbed)r and adisturbance contributionw, we

have:

y(t)=r(t) +wt)
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Function f

w In the formulationy(t)=r (t) +wWt)  wtkerm represents the contribution to the

output variabley, which cannot be deterministically modelled.
w Wwproduces a stochastic effect on the systems the noise and/or the system
deviation from the ideal linearity.
w The deterministic contribution to the model can be expresses as follows:
r(t)=G(a,p)u(t)
A whereG is arational transfer functionmatrixin the translation operatorq:

B(q) bag™+b,g™ ot b, g "

A(a) 1+ag’ +. & q"

G(a.p)=

A The plain representation of the problem is: Time delay

/

rt)+a ot 1) .+ ar (t n,) but n) -.. bt . n)
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Function f

w Likewise, it is possible to model the disturbance contribution:
w(t)=H(a.p)e(t)
A whereH is arational transfer functionmatrixin the translation operatorq:

D(q) dg*+d,q” +. d& g™
C(q) 1+cqg* +. e g™

1%

H(a,p)=
A The plain representation of the probleist

wt)+c, Wt 1) .+ c+w n,} deft 1) .- didt +n)

w Eventually, the general formulation of the problem becomes: @
y(t) = B(q) u (t) Me(t) BOX-JENKINS
A (CI) C (C{) formulation
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Function f

w It is worth observing that the Balenkins formulation depends on 5 structural

w

w

parameters: n, n_, n, n, n,

e w

and on 4 adaptive parametersa b ¢ d

A simplification of the Be3enkins model can be obtained by imposing that:

A(9)=C(q)

The model becomesA (q)y (t) =B (q)u(t) D(d)e(t) ARMAX model

TheARMAXacronym derives from:

A AUTQREGRESSIVE A(q)y(t)

A MOVINGAVERAGE D(q)e(t)

A EXOGENOUS INPUT B(q)u(t) “— < anws 15
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Regressors

w The regressors vector in case/dRMAXmodels is:

i oarwax () =y (t 1),..., y(t ny);u(t Ng D-.u(t n,n)se(t 3,6t n)!

w Eventually, if we set, = 0in the ARX model we getraR(Enite ImpulseResponse)

model;

jen(t)=10(t N Bu(t ng n,)




|dentification models

° |

o
C
LI N e I
A
BOX-JENKINS

> |

ARX

A\ 4

ARMAX

p

v

FIR

o,
© Davide Manca, Dynamics and Control of Chemical Procegddsaister Degree it€hemEng;, Politecnico di Milano

L4t 21



ARX models

w The mathematical models presented so far may have a scalar, vector, or mixed
structure:

A SISOSinglelnput ¢ SingleOutput
A MISQ Multiple Input¢ Single Output
A MIMO: Multiple Input¢ Multiple Output

w FEATURES

A The ARX model isiear both in theregressorsand parameters
As such, it cannot descrilaultiple steady states
By definition, itcannot describenon-linear dynamics;

A
A
A Its identification is rathesimple;
A

TheCPU timdor a model prediction isnoderate.

w Example of an ARX SISO

y(O+ay(t1) ay(t 2 ..+a ft p) -bht) bhtd .. b+
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ARMAX models

w FEATURES
A An ARMAX model imearin the input, output, and errovariables

A The prediction capability of ARMAX models is better than the ARX ones thanks
to the presence of the error terms;

A The error term can, somehow, account for:
A Process nottinearity;
A Unmeasured disturbances;

A Measures noise.
A It cannot account fomultiple steady states

A The model outputs are evaluated with the scalar product
between the regressors vector and the parameters one;

y(t)=p 3 (t.p)

A The ARMAX model im®t linearin the regressiomparameters
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ARMAX models

w FEATURES

A The evaluation of the model parametegs,calls for anon-linear regression
procedureA higher CPU time.

A The CPU time for a prediction is higher than that of an ARX one.

A The presence of the error terre=y,_, -y calls for {the-field
measurement of the real output variables. As such, an ARMAX model is not
recommended/suitable for the prediction amsteps forward.

w Example of an ARMAX SISO

y()+ay(t4) ay(t 2} .+aft p) -bl ) bhtd .. plt H+
de(t- )1d gt -)2..+ €t p -
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Non -linear models

w Going on with the concept of functidnnterpreted as the
map of the regressors vectqr in the output
variablesy through the parameterg:

y(t)=fg (t).p

we can implement/adopt any nelinearf function.

w Usually, it is worth adopting the expansion of a base functipﬁ (t))
such that:

g (t)p g, pf(i(1)
w One of the most used forms is the polynomial expansion of the regressor element:

N N N N N

y(t)= aa Jota as. /+~a a.dagd s

k=1 k21 R k1 k| 2

N.B: this expansion iBnearin the parameterbut isnon-linearin the Nregressors
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